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What makes AI most dangerous makes it most fixable. 

 

By Scott Cleland  

Many fear the latest unaccountable generation of artificial intelligence (AI), generative AI or 

ChatGPT, and its accelerated deployment to the public, could make AI humanity’s biggest 

existential threat.  

Unaccountable generative AI warrants s existential concern because already it has proven to be 

unexplainable, unpredictable, and uncontrollable.   

Key Context for evaluating the existential need for AI accountability. 

Fortunately for humanity, the Center for Humane Technology (CHT), which exposed how social 

media harms the mental health and wellbeing of people and minors in the 2020 documentary The 

Social Dilemma, is now reprising that needed responsibility role in exposing how generative AI 

unaccountably threatens humanity’s health and existence, in its 2023 podcast The AI Dilemma. 

To create a “shared frame of reference,” CHT educates that Generative AI is growing in 

speed and power at unprecedented, exponentially-exponential, rates. They flag there is no 

content verification to detect or protect against ubiquitous deepfake misrepresentations and 

disinformation. They also warn there is no AI research on how to make AI aligned with 

humanity’s survival and best interests long-term.     

CHT wisely warns us to not repeat the damaging mistake of self-policed social media 

on autopilot again with self-policed, existential-threat AI on autopilot.  

CHT’s co-founders, Tristan Harris and Aza Raskin, are also wisely asking everyone this 

time the same AI humanity protection question: “what should be happening that’s not 

happening and needs to happen to protect humanity from AI harms?”  

Their wise warning and essential existential question inspired this piece and contribution to the 

cause of Internet/AI accountability, because Restore Us Institute’s (RUI) tagline and purpose is to 

“restore humanity online,” and its mission is “Restore Internet accountability to protect people from 

online harm. RUI is weighing in because AI may be the most enabling, empowering, accelerating, 

augmenting, and generating Internet service that benefits and harms users warranting accountability. 

Fears that unaccountable AI existentially threatens humans are warranted.  

Unaccountable experimentation on Americans/minors: In December, one unaccountable 

AI leader, OpenAI CEO Sam Altman, unilaterally, prematurely, and knowingly,  unleashed 

a potentially dangerous ChatGPT AI experiment on the public and children. He bragged 

“People talk about AI as a technological revolution. It’s even bigger than that, it’s going to 

be this whole thing that touches all aspects of society.”  

AI Experts Urge ChatGPT Caution: AI experts and leaders (>27,000 signers) found 

Altman’s accelerated public experiment reckless, and publicly pushed back via an open 

letter calling for a six-month pause in giant generative AI experiments on the public.  

https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://morningconsult.com/2023/04/12/generative-ai-singularity/#:~:text=More%20than%203%20in%205%20adults%20and%207,AI%20tools%20pose%20an%20existential%20threat%20to%20humans.
https://en.wikipedia.org/wiki/Generative_artificial_intelligence
https://en.wikipedia.org/wiki/ChatGPT
https://www.msn.com/en-us/news/technology/the-man-who-unleashed-ai-on-an-unsuspecting-silicon-valley/ar-AA19DUZ3
https://www.theguardian.com/technology/2014/oct/27/elon-musk-artificial-intelligence-ai-biggest-existential-threat
https://morningconsult.com/2023/04/12/generative-ai-singularity/#:~:text=More%20than%203%20in%205%20adults%20and%207,AI%20tools%20pose%20an%20existential%20threat%20to%20humans.
https://www.humanetech.com/podcast/the-ai-dilemma
https://venturebeat.com/ai/avoiding-the-dangers-of-generative-ai/#:~:text=Generative%20AI%20models%20are%20considered%20%E2%80%9Cblack%20box%E2%80%9D%20models.,to%20comprehend%20the%20inner%20workings%20of%20such%20models.
https://www.infoworld.com/article/3693008/how-generative-ai-can-hurt-cloud-operations.html#:~:text=Generative%20AI%20algorithms%20can%20exhibit%20unpredictable%20behavior%2C%20which,and%20other%20issues%20that%20are%20impossible%20to%20predict.
https://www.analyticsinsight.net/what-is-generative-ai-its-impacts-and-limitations/#:~:text=As%20Generative%20AI%20makes%20it%20possible%20for%20machines,outputs%2C%20and%20it%E2%80%99s%20hard%20to%20figure%20out%20why.
https://www.humanetech.com/podcast/the-ai-dilemma
https://www.thesocialdilemma.com/
https://www.thesocialdilemma.com/
https://www.humanetech.com/podcast/the-ai-dilemma
https://www.humanetech.com/podcast/the-ai-dilemma
https://en.wikipedia.org/wiki/Deepfake
https://www.humanetech.com/podcast/the-ai-dilemma
https://abcnews.go.com/Technology/openai-ceo-sam-altman-ai-reshape-society-acknowledges/story?id=97897122
https://www.msn.com/en-us/news/technology/the-man-who-unleashed-ai-on-an-unsuspecting-silicon-valley/ar-AA19DUZ3
https://www.msn.com/en-us/news/technology/the-man-who-unleashed-ai-on-an-unsuspecting-silicon-valley/ar-AA19DUZ3
https://www.msn.com/en-us/news/technology/the-man-who-unleashed-ai-on-an-unsuspecting-silicon-valley/ar-AA19DUZ3
https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://futureoflife.org/open-letter/pause-giant-ai-experiments/
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AI can already replicate and outperform humans: AI already can write code, create 

another AI, create a better AI than humans can create, and is growing multi-exponentially, 

more powerful than before.  

Existential Risk: The more one learns about generative AI risks, the more one fears AI 

unaccountability. “More than 3 in 5 adults and 7 in 10 regular AI users are concerned AI 

tools pose an existential threat to humans.” Morning Consult survey.  

The AI Dilemma: The Center for Humane Technology, in its tour spotlighting “The AI 

Dilemma,” is wisely warning: “50% of AI researchers believe there is a 10% or greater 

chance that humans go extinct from our inability to control AI.”  

A Big Tech ‘AI Harms Race’ of profit over people: Rather than pausing giant AI 

experiments that can endanger the public, America’s largest ChatGPT-AI social media 

platforms, -- Google’s Bard AI and Microsoft’s ChatGPT-4Bing AI – have accelerated a 

potential ‘AI Harms Race.’   

What makes AI most dangerous?  

U.S. policy that makes AI unfettered by Federal/State Government makes AI most dangerous.  

In 1996, Congress declared in Section 230: “It is the policy of the United States to preserve 

the vibrant and competitive free market that presently exists for the Internet and 

other interactive computer services, [i.e., AI, algorithms, cloud, apps, etc.] unfettered by 

Federal or State regulation.”   

Nothing is more dangerous than making potentially the biggest existential threat to 

humanity unfettered by government with impunity to threaten humanity for perpetuity.   

Merriam Webster defines “unfettered” as “not controlled or restricted.”  

Unfettered AI is:  

Reckless endangerment and gross negligence, because AI is not only ‘unfettered’ but also 

unexplainable, unpredictable, and uncontrollable. 

Dangerously above the law and not subject to U.S. Government essentials: sovereignty, 

Constitutional authority, limited government, rights, rule of law, and civil duty of care.  

Subversion of Government’s existential purpose -- to protect people from what they can’t 

protect against themselves, i.e., attacks, terrorism, crime, disinformation, fire, disasters, etc.  

Amoral anarchism – in ignoring sovereignty, limited government, the Constitution, 

borders, police, public safety, i.e., anarchism; and denying rights, rule-of-law, duty of care, 

access to justice, and adjudication of truth/lies, legal/illegal, & right/wrong, i.e., amoralism.  

CHT: What should be happening that’s not happening and needs to happen to protect humanity? 

The Commerce Department now is seeking public input on “what policies should shape the AI 

accountability ecosystem.” Congress is learning that trusting self-policed social media was a 

mistake and a national mental health disaster, and perpetuating self-policed-AI only worsens a bad 

situation. Congress heard the FTC Chairman say ChatGPT could “turbocharge online fraud.”  

https://www.pcguide.com/apps/chat-gpt-design-websites/
https://aigeeked.com/can-an-ai-create-an-ai/
https://aigeeked.com/can-an-ai-create-an-ai/
https://futurism.com/google-artificial-intelligence-built-ai
https://www.humanetech.com/podcast/the-ai-dilemma
https://morningconsult.com/2023/04/12/generative-ai-singularity/#:~:text=More%20than%203%20in%205%20adults%20and%207,AI%20tools%20pose%20an%20existential%20threat%20to%20humans.
https://www.humanetech.com/podcast/the-ai-dilemma
https://www.humanetech.com/podcast/the-ai-dilemma
https://www.humanetech.com/podcast/the-ai-dilemma
https://bard.google.com/
https://blogs.bing.com/search/march_2023/Confirmed-the-new-Bing-runs-on-OpenAI%E2%80%99s-GPT-4
https://nypost.com/2023/04/11/ai-bot-chaosgpt-tweet-plans-to-destroy-humanity-after-being-tasked/
https://www.law.cornell.edu/uscode/text/47/230
https://www.law.cornell.edu/definitions/uscode.php?width=840&height=800&iframe=true&def_id=47-USC-635054945-1237841277&term_occur=999&term_src=title:47:chapter:5:subchapter:II:part:I:section:230
https://www.law.cornell.edu/definitions/uscode.php?width=840&height=800&iframe=true&def_id=47-USC-1900800046-1237841278&term_occur=999&term_src=title:47:chapter:5:subchapter:II:part:I:section:230
https://www.law.cornell.edu/definitions/uscode.php?width=840&height=800&iframe=true&def_id=47-USC-80204913-1952898723&term_occur=999&term_src=
https://en.wikipedia.org/wiki/Existential_risk_from_artificial_general_intelligence
https://en.wikipedia.org/wiki/Existential_risk_from_artificial_general_intelligence
https://www.merriam-webster.com/dictionary/unfettered
https://venturebeat.com/ai/avoiding-the-dangers-of-generative-ai/#:~:text=Generative%20AI%20models%20are%20considered%20%E2%80%9Cblack%20box%E2%80%9D%20models.,to%20comprehend%20the%20inner%20workings%20of%20such%20models.
https://www.infoworld.com/article/3693008/how-generative-ai-can-hurt-cloud-operations.html#:~:text=Generative%20AI%20algorithms%20can%20exhibit%20unpredictable%20behavior%2C%20which,and%20other%20issues%20that%20are%20impossible%20to%20predict.
https://www.analyticsinsight.net/what-is-generative-ai-its-impacts-and-limitations/#:~:text=As%20Generative%20AI%20makes%20it%20possible%20for%20machines,outputs%2C%20and%20it%E2%80%99s%20hard%20to%20figure%20out%20why.
https://www.merriam-webster.com/thesaurus/anarchism
https://www.merriam-webster.com/dictionary/amoral
https://www.humanetech.com/podcast/the-ai-dilemma
https://www.ntia.gov/press-release/2023/ntia-seeks-public-input-boost-ai-accountability
https://www.msn.com/en-us/news/politics/washington-vows-to-tackle-ai-as-tech-titans-and-critics-descend/ar-AA19CEib
https://techcrunch.com/2023/04/18/ftc-warns-congress-that-ai-technology-like-chatgpt-could-turbocharge-fraud-and-scams/
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CONCLUSION: Section 230 makes AI most dangerous and 230 repeal makes AI most fixable.  

CHT AI Accountability question: “what should be happening that’s not happening and 

needs to happen to protect humanity from AI harms?” -- Facilitate Section 230 repeal!    

Artificial intelligence (AI) can both existentially threaten and benefit humanity. This duality 

reality means humanity faces a holistic, 21st Century existential challenge and opportunity.  

Thus, the questions and tasks here are how America can both deter and protect against bad 

and dangerous AI, while encouraging beneficial and safe AI?  

In other words, how can humanity accountably prioritize protection of its existence and 

wellbeing from AI, while also accountably keeping the substantial benefits AI can provide 

humanity along the way? 

Today’s AI unaccountability baseline is set by America’s only Internet conduct policy/law 

Section 230 of the 1996 Communications Decency Act. By default, Section 230 Internet conduct 

policy/law is the only AI conduct policy/law. 

The Internet & AI are integrated and interdependent. New generative AI could not exist 

and perform without: internet-enabled cloud computing; Internet-accessible content for AI’s 

machine learning; and Internet demand/Internet users/consumers (ChatGPT’s 100 million 

monthly users make it the fastest growing consumer app in history.)    

AI complements and turbocharges Internet services. AI may be the most enabling, 

empowering, accelerating, augmenting, and generating Internet service that benefits and 

harms Internet users, warranting accountability. 

Interdependent offline-online worlds. The physical world and the online Internet/AI world 

are not separate and independent spaces as 1990’s utopians first imagined. Today the offline 

and online worlds are now fully integrated and interdependent systems that enable everyone 

to conduct everything everywhere online for life, work, and play.   

Simply, we need a holistic AI accountability system that can block bad and guard good AI.  

The great news is it already exists. It is a proven, time-tested, and emulated system. It hides 

in plain sight. It is Constitutional. It’s one of the best innovations in modern world history.  

It is designed to deliver fair and reasonable outcomes: e.g., help over harm, truth over lies, 

legal over illegal, right over wrong. Most can support it because it is familiar and easy to 

understand.  

That great news is America can restore U.S. sovereignty, Constitution & Bill of Rights 

authority, Constitution limited government, rule-of-law, civil duty of care, justice, & law 

enforcement, by repealing Section 230.  

In 1996, Section 230 abdicated U.S. sovereignty, constitution-authority & rule of law online; 

repeal of 230 restores fidelity and defense of the U.S. Constitution, while simultaneously:      

Checking AI’s out-of-control, existential threats to humanity; and  

Balancing in control benefits to continue to provide AI’s many benefits to humanity.  

https://en.wikipedia.org/wiki/Existential_risk_from_artificial_general_intelligence
https://www.analyticssteps.com/blogs/how-ai-being-used-benefit-humanity
https://www.law.cornell.edu/uscode/text/47/230
https://www.pymnts.com/news/artificial-intelligence/2023/cloud-computing-providers-see-generative-ai-business-driver/
https://www.zdnet.com/article/what-is-generative-ai-and-why-is-it-so-popular-heres-everything-you-need-to-know/
ChatGPT%20reached%20100%20million%20monthly%20users%20in%20January,%20according%20to%20a%20UBS%20report,%20making%20it%20the%20fastest-growing%20consumer%20app%20in%20history.
https://www.techrepublic.com/article/chatgpt-cheat-sheet/
https://www.eff.org/cyberspace-independence
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Repeal of Section 230 is the only way to control generative AI by blocking bad AI and guarding 

good AI via restored rule of law and duty of care online.  

Repeal is the only proven, time-tested, constitutional solution that most can readily 

understand and support.  

Repeal means same rules and rights offline-online. Illegal offline, illegal online. Equal 

justice under law.  

Only repeal and the restoration of Constitutional limited government rule of law and duty of 

care check and balance keeping the good legal and safe AI and ridding the bad illegal and 

dangerous AI.  

Forewarned is forearmed.   

***** 

Scott Cleland is Executive Director of the Restore Us Institute, an internet policy think tank and 

nonpartisan, faith-based nonprofit with a mission to restore internet accountability to protect 

people from online harm. Cleland was Deputy U.S. Coordinator for International Communication 

and Information Policy in the H.W. Bush Administration. To learn more, visit 

www.RestoreUsInstitute.org. 

 

 

 

 

 

 

 

 

https://url.emailprotection.link/?bFLn_5un0fA8-Z0tQ5tzQkLdIDQazhxE1Wjz8BtdDxwcg_4Mh5jf-WcNIcPiWs9n--SDyb3W_obu8Ag9Oi8Ex3Bdq7AEoaowO4kf1EFR_UwVl2tm_QCF2t_4DU1g4lM0e82lb1SWt-CVsngk1u0uibFmpGdccvOaPwKlBqWCk7bqYQDB6woonukN3DJritXfDXhabev18vP8QZlFa7zk-wuoBDAHWPG0uXIQDXPTShUQc8fDvjgPYzp1qGnOK2zucvdmv2pu-pk7r7lMI9R4O3uDMEjuf8NnX5wkih1g-lZSFMNIPEAEwLSOjN2i6k4AyIVnIA41et7bqFaL8LkRuYds1GsJr_zCAHByB5APSicw5CKyDhHIKbXZ8E2jHVtPDOvowBAT0OHQuPJBj6uG9NMCT4V0trvoDOlo3hAZRTlc~

